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Figure 1. We introduce Snapmoji, a system that can instantly generate animatable dual-stylized avatars. Our dual stylization process
reimagines avatars in various artistic styles, enabling users to visualize themselves in diverse scenarios and create personalized stories.
Our approach also enables 3D stylized gaussian avatars generation and expression animation. Snapmoji accomplishes the selfie-to-avatar
conversion in just 0.9 seconds, and offers real-time functionality for mobile applications. Project page.

Abstract

The increasing popularity of personalized avatar sys-
tems, such as Snapchat Bitmojis and Apple Memojis, high-
lights the growing demand for digital self-representation.
Despite their widespread use, existing avatar platforms face
significant limitations, including restricted expressivity due
to predefined assets, tedious customization processes, or in-
efficient rendering requirements. Addressing these short-
comings, we introduce Snapmoji, an avatar generation sys-
tem that instantly creates animatable, dual-stylized avatars
from a selfie. We propose Gaussian Domain Adaptation
(GDA), which is pre-trained on large-scale Gaussian mod-
els using 3D data from sources like Objaverse and fine-
tuned with 2D style transfer tasks, endowing it with a rich
3D prior. This enables Snapmoji to transform a selfie into a
primary stylized avatar (e.g., Bitmoji style) and apply a sec-
ondary style (e.g., Plastic Toy or Alien), all while preserving
the user’s identity and the primary style’s integrity. Our sys-
tem is capable of producing 3D Gaussian avatars that sup-
port dynamic animation, including accurate facial expres-
sion transfer. Designed for efficiency, Snapmoji achieves
selfie-to-avatar conversion in a mere 0.9 seconds and sup-
ports real-time interactions on mobile devices at 30–40
FPS. Extensive testing confirms that Snapmoji outperforms
existing methods in versatility and speed, making it a con-
venient tool for automatic avatar creation in various styles.
*Equal contribution

1. Introduction

Personalized cartoon avatars such as Snapchat Bitmojis [5],
Apple Memojis [1], and Meta Avatars [35] have become
popular digital self-representations. The broader digital
avatar market, encompassing both stylized and photoreal-
istic avatars, was valued at over $18 billion in 2023 [41].
Current stylized avatar platforms, although offering some
level of customization, are often restricted by predefined
traits, which makes it difficult to adapt avatars to varied
styles without developing new 3D assets [29, 46, 56, 57].
Moreover, navigating extensive trait lists can be tedious,
and efficiency demands frequently lead to compromises in
texture detail and polygon count. Asset-free methods, such
as StyleAvatar3D [61], TextToon [54] and DATID-3D [23],
lack support for real-time operation or animatability for mo-
bile augmented reality (AR). Table 1 provides a compara-
tive overview of existing stylized avatar generation meth-
ods. While photorealistic avatar techniques [30, 32, 40, 44]
excel in creating realistic representations and animation,
they fall short in adapting to the uniquely stylized geome-
tries of cartoon avatars.

In pursuit of a more expressive stylized avatar creation
platform, we introduce Snapmoji, a system to generate 3D
avatars, represented by 3D Gaussian Splats [22], in only
0.9 seconds. Snapmoji is built upon the Bitmoji platform,
leveraging its public API and robust developer support [52].
Unlike traditional avatars limited to predefined assets, our

https://echen01.github.io/instamoji-supp/


Method Selfie Input Mobile AR Asset-free Animatable Dual Style

StyleAvatar3D [61] × × ✓ × ×
DATID-3D [23] ✓ × ✓ × ×
TextToon [54] × × ✓ ✓ ×
EasyCraft [57] × ✓ × ✓ ×

SwiftAvatar [56] ✓ ✓ × ✓ ×
AgileAvatar [46] ✓ ✓ × ✓ ×
Snapmoji (ours) ✓ ✓ ✓ ✓ ✓

Table 1. Feature comparison among various stylized avatar gener-
ation methods.

solution allows for stylization through text prompts, offer-
ing greater flexibility and creativity. Our system is designed
with three core objectives in mind: 1) Dual Stylization: The
system should generate avatars in the Bitmoji art style, and
a secondary style, such as of Plastic Toys or Aliens, while
preserving user identity; 2) User Convenience: For ease
of use, the system should require only a single image in-
put and produce results instantly; 3) Efficiency: The avatars
should be optimized for real-time rendering on mobile de-
vices, supporting applications like AR, with minimal com-
pute requirements.

Following these design objectives, we propose a two-
stage pipeline for Snapmoji. First, Gaussian Domain Adap-
tation (GDA) transforms realistic selfies into 2D Bitmoji-
style images, and then a diffusion-based model further styl-
izes these images based on user-specified text prompts. Sec-
ond, the image is lifted to an animatable 3D Gaussian avatar
that faithfully captures the user’s identity and chosen styles.
To facilitate AR applications, these avatars can be animated
in real-time using facial parameter estimators. Although
showcased with Bitmojis, our approach is applicable to
other avatar platforms as well. In summary, our contribu-
tions include:
• Introducing an advanced avatar generation system that

produces dual-stylized avatars instantly from a selfie.
• Developing Gaussian Domain Adaptation for enriching

Snapmoji with a 3D prior, enabling dual-style transfor-
mations of selfies while preserving identity and style.

• Creating an animatable model by leveraging driving sig-
nals from 3DMM and blendshape priors combined with
3D Gaussians, enabling efficient, real-time rendering of
dual-stylized avatars.

• Demonstrating, through extensive experiments, that our
method outperforms existing solutions in both generation
and animation performance, enabling real-time applica-
tions on mobile devices.

2. Related Work
2D Stylized Avatar Generation. In the realm of 2D
avatar generation, neural networks like StyleGAN [21]
are renowned for producing realistic images with inter-
pretable latent spaces, as explored in works like [15, 58].
StyleGAN’s versatility enables transformations into various

styles, including Disney cartoons, paintings, and vintage
photos [7, 31, 39]. A significant advantage of StyleGAN
is its capability to perform these transformations without
requiring paired domain images, a feature also utilized in
SwiftAvatar [56], which creates paired data between real-
istic and stylized avatars. Diffusion models represent an-
other prominent approach for 2D stylization, known for
their larger architectures and enhanced diversity in gener-
ated content. Models such as Stable Diffusion [43] allow
for image generation conditioned on text prompts, thereby
increasing user control. Further advancements, including
SDEdit [34], ControlNet [63], and IP Adapter [60], provide
additional control through noise introduction or condition-
ing on structural inputs. Both GANs and diffusion models
effectively convert real images into target styles, such as
Bitmojis.

3D Content and Avatar Generation. Recent advances in
3D content creation have also significantly impacted avatar
generation [26–28, 62]. 3D representations like NeRFs [36]
and Gaussian Splats [22] have been integrated with gen-
erative models to automate the creation of 3D assets. For
instance, DATID-3D [23] and StyleAvatar3D [61] employ
3D GANs to generate and stylize 3D facial models. More
recent developments utilize text-to-image diffusion models
for avatar stylization [9, 14, 16, 33, 37, 54, 65], though this
process tends to be slow, taking approximately 10 minutes.
In the realm of photorealistic avatar creation, techniques
using Gaussian Splats [30, 32, 40, 44] fit real faces to 3D
Morphable Models (3DMMs) like FLAME [25], but these
do not adapt well to the geometry of cartoon avatars. Be-
yond avatars, work in general 3D object generation includes
models like LRM [17] and LGM [55], which train end-to-
end neural networks for mapping 2D images to 3D objects.
These models provide much faster inference compared to
diffusion models but rely on extensive internet-scale multi-
view datasets, such as Objaverse [10], for training. This
approach has yet to be applied to the specific challenge of
3D stylized avatar generation, which is a gap we seek to
address.

Production Systems for Stylized 3D Avatar Creation.
Developments in avatar creation platforms have introduced
automated processes for selecting avatars by training clas-
sifiers that can predict avatar traits from a user’s photo-
graph [45]. Initially, these systems generate a basic version
of an avatar, which users can then personalize by adjust-
ing various traits to their preference. A significant chal-
lenge in training these classifiers is the need for paired data
that links real faces to specific avatar traits, a requirement
that is difficult to meet on a large scale. To address this
challenge, approaches like AgileAvatar [46], F2P [48, 49],
EasyCraft [57] and SwiftAvatar [56] have been developed,
utilizing self-supervised learning techniques. While these
methods are efficient, they are currently limited to creating
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Figure 2. The Snapmoji Inference Pipeline. The pipeline has two stages. First, the Gaussian Domain Adaptation network EGDA converts
a facial image into a primary-style avatar Isty. This avatar undergoes further personalization using a text-guided diffusion process with T
steps for additional stylization. Second, expression codes extracted via an 3DMM and FACS are combined with identity features fid from
a reference image Iref and positional maps fpos from a driving image Idrive. The unposed dual-stylized avatar Iunposed is then processed by
an asymmetric UNet G(·), conditioned on the driving codes fdrive through cross-attention, to generate animated, dual-stylized 3D avatars.

avatars from pre-existing 3D asset libraries, rather than gen-
erating entirely new styles.

3. Method

Our method begins with the creation of datasets for real face
images and their primary-style avatars (Sec. 3.1), facilitat-
ing avatar dual-stylization via Gaussian Domain Adaptation
(Sec. 3.2). This framework supports 3D generation and an-
imation of dual-stylized avatars (Sec. 3.3). Loss functions
and training details are provided in Sec. 3.4.

3.1. Datasets

Training our image-to-avatar GDA model requires paired
datasets of real faces and avatars in a primary style, which
are not available at scale. To overcome this, we employ
GAN inversion techniques inspired by unsupervised do-
main adaptation [56] to create synthetic paired data. By
aligning the latent spaces of a source GAN and a fine-tuned
target GAN [7, 56, 59], we generate corresponding pairs of
realistic and primary-stylized images. Specifically, avatar
images are inverted into the target GAN’s latent space to
obtain latent codes, which are then applied to the source

GAN to produce realistic-face counterparts:

w := argminw∈W∥Gtgt(w)− Itgt∥, Isrc = Gsrc(w). (1)

Using this method, we generated 13,000 synthetic image
pairs from Bitmoji avatars, forming the basis for GDA train-
ing. (See Fig. 9 and Fig. 10 in Suppl. for details).

3.2. 2D Dual-Stylized Avatar Generation

Gaussian Domain Adaptation EGDA(·). To bridge the
domain gap between real photos and 3D-aware cartoon-
ish avatars (i.e., primary-style avatars), we first propose
Gaussian Domain Adaptation (GDA). Surprisingly, we find
that features learned by Large Multi-view Gaussian mod-
els (LGMs) [55] can be quickly and robustly adapted for
style transfer. We believe this is due to their ability to hold
internet-scale information from multi-view training datasets
such as Objaverse [10]. We first begin with a U-Net back-
bone from LGM trained on 3D objects. Then, we perform
GDA by finetuning the network to map real face photos to
primary-style avatar images in the frontal view. At infer-
ence time, for an input selfie, we first apply face alignment
and background removal preprocessing. The preprocessed
image is then passed through the asymmetric U-Net that
takes the input reference image Iref ∈ R3×512×512 and maps



it to pixel-aligned Gaussian parameters, including scaling s,
position t, color c, opacity o, and orientation q:

θGDA =
{
sk, tk, qk, ck,ok

}M
k=1

= EGDA(Iref; ΦGDA), (2)

where M is the number of Gaussians and ΦGDA is the learn-
able parameters. The 3D Gaussians are then rendered in
the frontal view Isty = E render

3D (θGDA). This process trans-
forms real face photos into the primary avatar domain while
preserving identity-related features, enabling seamless 3D-
aware avatar generation and animation.
Avatar Dual-Stylization. While GDA efficiently gener-
ates avatars in a single primary style, our dual-stylization
approach allows for additional customization. We employ
a diffusion-based pipeline using SDEdit [34] to refine the
GDA output image Isty with minimal noise and guided de-
noising based on text prompts to add features like art style
and accessories. To preserve the avatar’s primary style, we
use ControlNet [63] with Canny edges to maintain geomet-
ric integrity. Additionally, IP Adapter [60] is integrated
with facial similarity embeddings to ensure resemblance
to the original user. The cross-attention outputs for each
layer, fd

out, combine features from the reference image, text
prompts, and the primary-stylized avatar:

fd
out = softmax

 (fstyW
d
Q)(frefW

d
K)T√

ddk

 (frefW
d
V )

+ softmax

 (fstyW
d
Q)(ftxtW

d
K)T√

ddk

 (ftxtW
d
V ),

(3)

where fref, ftxt, and fsty correspond to the features of the
reference image, text prompts, and the unstylized avatar,
respectively. W d

Q, W d
K , and W d

V are the weight matrices.
Each cross-attention layer includes a residual connection

(scaled by
√

ddk) for stable gradient flow. Using the DDIM
scheduler [53], we perform only T = 10 denoising steps to
rapidly integrate the secondary style in about one second.

3.3. 3D Animatable Stylized Avatar Generation

Expression Encoder. Current avatar animation techniques
using Gaussian Splats often solely depend on 3D Mor-
phable Models (3DMM) [8, 19, 40, 47, 54], which limits
generalization beyond realistic faces, especially for stylized
or cartoon avatars. To overcome these constraints, we con-
dition the 3D generation network on a blend of 3DMM
features and blendshape weights derived from the Facial
Action Coding System (FACS) [13], which is widely uti-
lized in cartoon animation to control facial features like
eye position and mouth shape. As depicted in Fig. 2, for
generating expressive avatars, we extract expression codes
fmm ∈ R100 from the driving image using a 3DMM esti-
mator. These codes are concatenated with the blendshape

vector fbs ∈ R16, producing a comprehensive expression
feature. A learnable projection layer Eproj then projects this
combined feature into a 16-dimensional expression vector
fexp = Eproj([fbs; fmm]), where [·] indicates feature concate-
nation. To integrate expressiveness with identity, the driving
signal is formulated as:

fdrive = (Emlp([fexp, fid]), fpos). (4)

Here, fid is the global identity feature extracted from a ref-
erence image Ir via a frozen DINOv2 backbone [38], and
fpos denotes the position map from 3DMM vertices.
3D Generation Network G(·). Given the generated un-
posed avatars Iunposed and driving features fdrive from the
expression encoder, we employ an asymmetric U-Net ar-
chitecture akin to Large Multi-view Gaussian Models [55]
and incorporate cross-attention layers to merge the driving
features seamlessly:

Iposed = E render
2D (G(Iunposed, fdrive; Φg)), (5)

where Φg is the network learnable parameter of G(·) and
E render

2D is a 2DGS renderer [20]. G(·) consists of an encoder
with five down-sampling blocks, a middle block, and a de-
coder with three up-sampling blocks. Each block contains
two ResNet layers with group normalization and SiLU ac-
tivation. Cross-attention modules are strategically placed
in the deeper layers of the network: the last two down-
sampling blocks, the middle block, and the first two up-
sampling blocks. The cross-attention is defined as:

fg
out = softmax

(
(fg

inW
g
Q)(fdriveW

g
K)T√

dgk

)
(fdriveW

g
V ), (6)

where fg
in, f

g
out are the input and output features of the cross

attention module in G(·), respectively. W g
Q,W

g
K ,W g

V are
the learnable weight matrices and

√
dgk the scale factor.

Mobile AR Application. Our model is also designed to
facilitate real-time animation on mobile devices, striking a
balance between advanced animation techniques and effi-
cient rendering. Offline, we use the 3D Generation Network
G(·) from the pipeline shown in Fig. 2 to initially generate a
base set of Gaussians for the avatar in a rest pose θrest, along
with specific Gaussian sets corresponding to each compo-
nent of the expression features fdrive. On the mobile de-
vice, we use a face tracker, such as Mediapipe’s Blaze-
Face tracker [4], to generate a list of blendshape weights
fbs ∈ R16. We leverage these weights to animate the avatar
through linear interpolation between the parameters of each
feature component:

θmobile = θrest +

K∑
i=1

f i
drive(θi − θrest) (7)
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Figure 3. Gaussian Domain Adaptation. We show the outputs
of the GDA network over several training epochs to visualize the
domain shifts from natural images to cartoon avatars.

K represents the number of driving features, and can be
tuned to balance expression detail and speed. For compati-
bility with Mediapipe, we choose K = 16. The final render-
ing of the Gaussians θmobile takes place in WebGL, offering
efficient rendering while retaining high visual fidelity. To
demonstrate this capability, we developed a JavaScript ap-
plication that allows users to control their avatars directly in
their browsers.

3.4. Training and Losses

2D Dual-Stylized Avatar Generation. Our training pro-
cess involves using GDA to map the input reference im-
age Iref to Gaussian parameters θGDA, which are then used
to render the unposed primary-style avatar Iunposed from the
frontal view via a 3DGS renderer E render

3D . The rendered im-
age is supervised using a combination of Mean Squared Er-
ror (MSE) and perceptual LPIPS [64] losses:

LGDA = Lmse(Iref, Isty) + LLPIPS(Iref, Isty). (8)

Despite potential noise introduced by low-quality GAN in-
version, the extensive pre-training on 3D datasets includ-
ing Objaverse equips our network with strong generaliza-
tion capabilities, enabling effective real-to-avatar domain
adaptation. As shown in Fig. 3, GDA efficiently transforms
realistic faces into a primary style while preserving the sub-
jects’ identity and enhancing features, such as eye size.
3D Animatable Stylized Avatar Generation. To improve
the surface geometry of avatars, our model incorporates nor-
mal consistency and depth distortion losses. The normal
consistency loss Lnormal aligns the normals of 2D Gaus-
sians [20] with surface normals determined through finite
differences from rendered depths, thereby reducing noise.
Meanwhile, the depth distortion loss Ldist, implemented fol-
lowing [2, 3], encourages Gaussians to cluster closely along
camera rays, effectively enhancing surface representation.
This optimization allows our network to output avatars with
detailed geometry, suitable for applications such as anima-
tion and relighting. The total loss function for the 3D gen-

eration network is defined as:

L3DGen = Lrender +λLPIPSLLPIPS +λnLnormal +λdLdist, (9)

where Lrender combines RGB and alpha mask losses:

Lrender = ∥Iposed − Igt
posed∥

2
2 + ∥αpred −Mgt∥22. (10)

Lnormal aligns predicted normals with surface normals:

Lnormal = 1− (npred · nsurf). (11)

Here, Iposed, Iposed
gt are the predicted and ground truth im-

ages; αpred and Mgt are the predicted alpha mask and its
ground truth counterpart; npred,nsurf are predicted and sur-
face normal vectors. λlpips, λn, λd are weights for Llpips,
Lnormal and Ldist, respectively. The normal and distortion
losses commence after 20% of training to first establish ba-
sic appearance convergence.

4. Experiments
4.1. 2D Stylized Avatar Generation

Baselines. We evaluate GDA for 2D stylized avatar gen-
eration and compare with GAN inversion and diffusion-
based methods, both fine-tuned on our Bitmoji dataset. For
GAN inversion, we use a SemanticStyleGAN [50] model,
translating real faces into avatars by inverting them into the
latent space of a fine-tuned model. The diffusion-based
method employs Stable Diffusion 1.5 [43] fine-tuned with
LoRA [18], using BLIP-2 [24] for avatar captioning and
IP Adapter Plus Face [60] for identity conditioning. Both
methods aim to efficiently create primary-style avatars that
retain the identity of the input images.
Evaluation. We conducted an evaluation using 100 ran-
domly selected faces from the FFHQ dataset, assessing each
method on visual quality, identity retention, and speed. Vi-
sual quality was measured through FID and KID scores,
comparing the transformed images to the Bitmoji dataset.
Identity retention was evaluated using ArcFace [11], while
speed performance was benchmarked on an Nvidia L4
GPU. As shown in Table 2, GDA outperforms the other
methods across all metrics, achieving FID scores more than
20 points lower than those of GAN inversion and diffusion.
Fig. 4 visually highlights these quality differences: GAN
inversion produces avatars with limited diversity, struggling
to avoid generic outputs due to challenges in generating
out-of-distribution images. The diffusion approach fails to
maintain a consistent style and often incorrectly introduces
features like glasses, undermining both style and identity
preservation. In contrast, GDA excels at producing avatars
with a consistent style that retain key identity features such
as eye color, sunglasses, and hairstyles. Its efficiency is
noteworthy, requiring only a single forward pass through
a U-Net, making it two and four orders of magnitude faster
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Figure 4. 2D Stylized Avatar Generation. This figure showcases the transformation of photos from eight individuals into the Bitmoji
domain using various methods. GAN inversion produces overly generic avatars, struggling with unique features such as beards, glasses,
and headwear. Diffusion-based models inaccurately add features, making them inconsistent for targeted styles. In contrast, our GDA
method excels in creating high-quality avatars, effectively retaining the original identity features.
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Figure 5. 2D Stylized Avatar to 3D Generation. We demonstrate the process of converting dual-stylized avatar images, derived from the
single-stylized avatars in Fig. 4, into 3D avatars. PTI inversion with EG3D [6, 42] struggles to accurately reproduce 3D geometry, while
LGM [55] produces artifacts in both geometry and texture. Despite being trained exclusively on the Bitmoji style, our method successfully
generates high-quality 3D avatars in previously unseen styles.

than diffusion and GAN inversion, respectively, with trans-
lations completed in under 0.1 seconds. Surprisingly, even
though GDA uses data generated from GAN inversion for
training, it produces images that are more detailed due to

the learned 3D prior from the Objaverse [10] dataset, which
enhances its generalization capability.



Ours DATID-3DDATID-3DOurs
Alien StylePlastic Toy Style

Input

Figure 6. Single Portrait to 3D Generation. We compare Snapmoji with DATID-3D [23] in the context of 3D toonification. For each
method and style, we render outputs from two viewpoints alongside a normal map. DATID-3D exhibits typical GAN-related issues, such
as poor identity preservation and limited stylistic diversity, resulting in similar outputs across different identities. Conversely, Snapmoji
effectively maintains identity and produces distinct styles, showcasing superior image quality and sharper geometry.

FID ↓ KID ↓ ID ↑ Speed ↓
GAN Inversion 93.73 0.0603 0.16 98.14s

Diffusion 93.63 0.0457 0.19 3.54s
GDA (Ours) 72.94 0.0346 0.25 0.080s

Table 2. 2D Stylized Avatar Generation. We compare different
methods of generating 2D stylized avatars. Our GDA significantly
outperforms GAN inversion and diffusion in terms of image qual-
ity (FID, KID), identity preservation (ID), and execution speed.

4.2. 3D Dual-Stylized Avatar Generation

2D Stylized Avatar to 3D Generation. To evaluate the
performance of generating a 3D avatar from a 2D stylized
image, we compare our method against two other single-
image 3D reconstruction techniques: EG3D [6] and LGMs
[55]. EG3D, a 3D GAN based on the StyleGAN frame-
work, generates a 3D neural radiance field and is fine-tuned
on a multi-view 3D avatar dataset. It inverts a front-facing
image into the GAN’s W+ space to render outputs from
various viewpoints. LGM uses MVDream [51] to trans-
form a single image into multiple viewpoints for input into
a U-Net, which outputs 3D Gaussians. We assessed each
method using 100 random 3D Bitmojis, each rendered from
one front-facing view and ten additional views distributed
spherically around the head. By inputting the front-facing
view into each model, we calculated PSNR, SSIM, LPIPS
[64], and speed metrics. As shown in Table 3, our method
surpasses all baselines, demonstrating superior capability in

PSNR ↑ SSIM ↑ LPIPS ↓ Speed ↓
EG3D [6] 10.92 0.68 0.50 95.1s
LGM [55] 12.16 0.69 0.53 2.82s

Ours 18.73 0.81 0.24 0.091s

Table 3. 2D Stylized Avatar to 3D Generation. Our approach
outperforms EG3D [6] and LGM [55] on all metrics, providing
superior texture and geometry accuracy with faster processing.

accurately converting 2D images to 3D, while being sig-
nificantly faster, needing only a single U-Net pass. Fig. 5
provides visual comparisons on 3D dual-stylized avatars
that fall outside the training distribution. The top row fea-
tures eight stylized avatars generated using diffusion styl-
ization from the identities in Fig. 4, with different style
prompts as described in Sec. 3.2. Subsequent rows show
each method’s performance in translating these images to
3D. Even when employing PTI [42] for out-of-distribution
images, EG3D struggles with high-fidelity geometry gener-
ation. Similarly, due to the diffusion process in MVDream,
LGM often produces incorrect 3D head geometries. In con-
trast, our method successfully creates high-quality textures
and geometry, even accommodating out-of-distribution ac-
cessories like turbans and sunglasses.
Single Portrait to 3D Generation. We evaluate Snapmoji’s
capability to generate a 3D avatar from a single portrait,
with a comparison against DATID-3D [23]. DATID-3D
uses a GAN to derive a latent code from the user’s por-
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Figure 7. 3D Stylized Avatar Animation. (a) An Snapmoji show-
casing various emotions using blendshape weights. (b) Snapmoji
effectively transfers expressions from driving images, outperform-
ing Portrait4D-v2 [12] in accuracy and visual appeal.

trait, followed by domain adaptation for styling. Fig. 6
shows that DATID-3D struggles to maintain the original
identity in avatars with distinct styles, like Plastic Toy and
Alien. Snapmoji, however, achieves a robust balance of
identity preservation and style versatility, allowing for en-
hanced user customization. Our approach produces sharp
images and detailed geometries, processing each image in
just 0.9 seconds, a significant improvement over DATID-
3D’s 90-second processing time for GAN inversion.

4.3. 3D Stylized Avatar Animation

Expression Animation. Snapmojienables avatars to ex-
press a wide range of emotions, such as neutrality, hap-
piness, frustration, playfulness, anger, and surprise, by
using blendshape weights, as shown in Fig. 7(a). Ad-
ditionally, Snapmojican perform expression transfer from
driving images, producing 3D-consistent and visually ap-
pealing avatars. Fig. 7(b) shows this capability, where
Snapmojioutperforms Portrait4D-v2 [12] by generating
avatars with more accurate expressions derived from the tar-
get image.
Mobile AR Application. We showcase a web-based AR
app that demonstrates the efficient rendering of avatars on
mobile devices. As illustrated in Fig. 8, an avatar animated
using a user’s facial expressions achieves rendering speeds
of 30–40 FPS on an iPhone 13 Pro. These avatars are highly

Method Frame Rate (FPS) Cross-Platform Driving SignalM1 MacBook iPhone 13 Pro

TextToon [54] 15–18 N/A × 3DMM
Snapmoji(Ours) 90-100 30–40 ✓ 3DMM + Blendshapes

Table 4. Mobile AR Application Comparison. We compare var-
ious features of our mobile AR application and TextToon [54].

t=0.0s (34 FPS) t=1.5s (30 FPS)t=1.0s (32 FPS)t=0.5s (30 FPS)

Figure 8. Mobile AR Application. Snapmoji’s efficient mobile
animation method enables a user to puppet their avatar in aug-
mented reality.

compact, occupying only 3 MB of disk space, enabling the
creation of dynamic filters and engaging AR effects directly
within a mobile web browser. To highlight the advantages
of our animation technique, we compare Snapmoji against
TextToon [54]. Like many other avatar generation meth-
ods [8, 19, 40], TextToon relies solely on 3DMM features,
achieving only 15–18 FPS on an M1 MacBook. In con-
trast, our method consistently runs at 90-100 FPS. More-
over, TextToon’s dependence on 3DMMs limits its practi-
cality on phones, whereas our cross-platform solution re-
tains performance over 30 FPS. Table 4 offers a detailed
feature comparison.

5. Conclusion
We introduce Snapmoji, an easy-to-use system for generat-
ing animatable, dual-stylized avatars from selfies instantly.
Leveraging Gaussian Domain Adaptation, Snapmoji first
converts selfies into primary stylized avatars, then applies
a diffusion process for a secondary style while preserv-
ing identity integrity. The system supports 3D Gaussian
avatars with dynamic animations and precise facial expres-
sion transfer, achieving selfie-to-avatar conversion in just
0.9 seconds, with real-time interactions at 30–40 FPS. Ex-
tensive testing confirms Snapmoji’s versatility and speed,
highlighting its value in creating diverse avatar styles.
Limitations and Future Work. Snapmoji relies on paired
data from GAN inversion, which can sometimes yield low-
quality images, and requires extensive 3D avatar datasets
and text prompt engineering. Future improvements could
include using multiple images for more accurate user head
geometry and enabling post-stylization edits to specific fa-
cial features, like eye color or eyeglasses.
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Snapmoji: Instant Generation of Animatable Dual-Stylized Avatars

Supplementary Material

A. Implementation Details
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Figure 9. GDA Training Data. Visualization of data pairs used
to train the GDA network. Each avatar is inverted into the latent
space of a GAN, and a generator trained on realistic faces creates a
corresponding realistic face, preserving features such as hairstyles,
hair colors, and general facial characteristics.

A.1. Bitmoji Training Data

GDA Training Data. To train our Gaussian Domain
Adaptation network, we start with a dataset of random Bit-
mojis and use GAN inversion to generate corresponding re-
alistic images. Fig. 9 showcases some examples of the train-
ing data generated through this process. The resulting faces
mirror the hairstyles, hair colors, and facial features of the
original avatars. While the generated images may contain
artifacts and exhibit limited diversity, our GDA model bene-
fits from pre-training on Objaverse [10], enabling it to lever-
age prior knowledge and produce more detailed reconstruc-
tions than GAN inversion alone. This approach enhances
the accuracy and expressiveness of the domain adaptation
process.

Multi-view Training Data. Fig. 10 visualizes training
samples from the Bitmoji dataset used for training our 3D
Generation Network. Each avatar is rendered from 10
spherically distributed viewpoints around the head and is

Figure 10. Multi-view Bitmoji Training Data. Samples from
the Bitmoji dataset used in training the 3D Generation Network.
Avatars are rendered from the front and multiple random angles
around the head, with random blendshapes applied to simulate var-
ious expressions.

posed with random blendshape weights to simulate diverse
facial expressions. The dataset features a wide range of
hairstyles, skin tones, and accessories such as glasses, hats,
and earrings. Although the U-Net is trained exclusively
on Bitmoji-style avatars, it effectively reconstructs dual-
stylized avatars that exhibit distinct appearances and tex-
tures, demonstrating the network’s versatility and general-
ization capability.

A.2. Facial Action Coding System

We implement the following 16 blendshapes from the Facial
Action Coding System. These blendshapes are compatible
with most facial blendshape predictors like Apple ARKit* or
Google Mediapipe*.
• browDownLeft
• browDownRight
• browUpLeft
• browUpRight
• eyeBlinkLeft

*https : / / arkit - face - blendshapes . com/
*https://ai.google.dev/edge/mediapipe/solutions/vision/face_landmarker

https://arkit-face-blendshapes.com/
https://ai.google.dev/edge/mediapipe/solutions/vision/face_landmarker


• eyeBlinkRight
• jawOpen
• jawLeft
• jawRight
• lipsPucker
• mouthFrownLeft
• mouthFrownRight
• mouthSmileLeft
• MouthSmileRight
• mouthStretchLeft
• mouthStretchRight

To animate the Bitmoji avatars for training data,
we used the publicly available Bitmoji rig avail-
able here: https://developers.snap.com/
lens - studio / features / bitmoji - avatar /
animating-bitmoji-3d.

At inference time, we can use a real-time blendshape
predictor like ARKit or Mediapipe to puppet the avatars
from a real video. Please see the attached HTML gallery
for a demonstration.

A.3. User Interfaces

To showcase the intuitive features of the Snapmoji sys-
tem, we present videos of the interface interactions avail-
able in the HTML gallery. The avatar generation inter-
face, crafted with Gradio, enables users to effortlessly cre-
ate dual-stylized avatars from their own photos. In addition,
the blendshape editor, developed using Viser, allows users
to pose their avatars in 3D by adjusting blendshape weights,
thereby controlling facial expressions.

During the diffusion stylization process, we provide
users with key parameters to balance identity preservation
with style diversity. These controls are listed by their signif-
icance: 1) Style Transition Strength; 2) Edge Preservation
Level 3) Identity Consistency Factor.

Style Transition Strength: This parameter, inspired by meth-
ods similar to SDEdit, regulates the extent of the stylization
transition. Lower values enable the dual-stylized avatar to
retain more details from the original single-styled avatar in-
put.

Edge Preservation Level: This setting influences how ac-
curately the system maintains the structure of the avatar by
preserving the edges from the single-styled input.

Identity Consistency Factor: This controls the strength of
identity features from the initial input photo, ensuring that
essential facial characteristics remain recognizable.

We encourage users to view the videos in the HTML
gallery to observe how these parameters affect avatar gen-
eration, enhancing both creativity and user experience.

B. Additional Results

B.1. Results Gallery

We invite you to explore the HTML gallery, which fea-
tures videos of Snapmojiavatars animated in 3D. Access
the gallery by opening the index.html file in your web
browser. The gallery includes the following highlights:

1. Dual-stylized avatars with dynamic facial animations
displayed from various novel viewpoints.

2. A demonstration of the avatars’ capabilities in facial
puppeting for augmented reality applications.

3. Screen captures of the Snapmojiuser interfaces, show-
casing the ease of creating dual-stylized avatars and pos-
ing them using blendshapes.

B.2. More Applications

3D Avatar Animation. Dual-stylization offers the ability
to swiftly visualize avatars in various scenarios, unlocking
numerous applications. As illustrated in Fig. 1, Snapmoji
avatars can be employed to create personalized comics and
stickers, offering users a unique way to express themselves.
Another promising application lies in augmented reality
(AR), where avatars can be controlled and animated with
real-time tracked facial expressions. Examples of this appli-
cation are shown in Fig. 11 and within the HTML gallery.
By utilizing Mediapipe’s real-time blendshape tracker, we
animate the 3D avatars and seamlessly integrate them with
video content, enabling them to be rendered in an AR envi-
ronment through alpha compositing.
Real-time Web Rendering. Our choice to represent avatars
using Gaussian Splats enables efficient real-time render-
ing on mobile devices. As demonstrated in Fig. 12 and
in the HTML gallery, the avatars achieve a rendering rate
of 90-100 FPS on a laptop, and 30-40 FPS on a phone.
When paired with a face tracker, these avatars can be used
to generate engaging filters and augmented reality effects.
The demonstration showcases an avatar rendered in Google
Chrome on a MacBook, entirely on the client side.
GDA Generalization. GDA demonstrates that the features
learned from few-shot 3D reconstruction models are trans-
ferrable to new tasks. Shown in Fig. 13, GDA can be ap-
plied for more domains such as cats. We hope that GDA
can inspire future work on using Gaussian features for other
tasks.

B.3. Ablation Studies

3DMM Tracking. As shown in Fig. 14, our ablation study
highlights the complementary strengths of 3DMM track-
ing and FACS-based blendshape features in avatar anima-
tion. 3DMM is adept at capturing realistic facial expres-
sions, making it ideal for animating real faces, but it strug-
gles with the exaggerated features typical of cartoon avatars.

https://developers.snap.com/lens-studio/features/bitmoji-avatar/animating-bitmoji-3d
https://developers.snap.com/lens-studio/features/bitmoji-avatar/animating-bitmoji-3d
https://developers.snap.com/lens-studio/features/bitmoji-avatar/animating-bitmoji-3d


Figure 11. Augmented Reality Puppeting. This example demon-
strates the use of Mediapipe’s real-time face detection to ani-
mate avatars based on estimated blendshape weights. By alpha-
compositing the avatars with the original input, we enable dynamic
puppeting in augmented reality. For live demonstrations, please
refer to the HTML gallery.

Figure 12. Real-time Web Rendering. Leveraging Gaussian
Splats, our avatars efficiently render at 90–100 FPS on laptops and
30–40 FPS on mobile devices while occupying only 3 MB of disk
space. In conjunction with a mobile face tracker, these avatars
facilitate the creation of engaging filters and AR effects. The ex-
ample shown features an avatar rendered in Google Chrome on an
MacBook, developed in JavaScript.

Conversely, FACS blendshapes excel in stylizing facial el-
ements, such as eye and mouth shapes, crucial for cartoon
animation. By integrating the precision of 3DMM with the
expressive capability of FACS blendshapes, we enhance the
overall animation quality, enabling our avatars to faithfully
portray both realistic and stylized expressions, thus deliver-
ing a more versatile and convincing animation experience.
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Anime Cats to Realistic CatsRealistic Cats to Anime Cats

Figure 13. GDA Generalization Across Domains. This illus-
tration showcases the versatility of Gaussian Domain Adaptation
(GDA) as an image-to-image translation method. Demonstrated
above is GDA’s capability to transform realistic cat images into
anime-style representations and vice versa, highlighting its poten-
tial for a wide range of applications beyond avatar creation.

Face Tracking w/ 3DMM Tracking w/o 3DMM Tracking

Figure 14. Ablation Study on 3DMM Tracking. This figure
demonstrates the effects of using 3DMM features in conjunction
with FACS blendshape weights. The combination enhances the
expressiveness and fidelity of avatar animation, accommodating
both realistic and stylized facial expressions.

C. Ethical Discussion

The use of photorealistic avatars has raised significant pri-
vacy and ethical concerns, particularly in relation to their
potential misuse in creating deep fakes and spreading mis-
information. In contrast, stylized cartoon avatars offer a
safer alternative as they are not easily exploited for direct
impersonation. In our work, we have prioritized user pri-



vacy by ensuring that no real person’s images are used to
train our models. Instead, the realistic images employed
for training the Gaussian Domain Adaptation (GDA) sys-
tem are generated by a GAN. We recognize, however, that
GAN-generated data can reflect the biases present in the
original datasets used for training. Consequently, we re-
main vigilant about these limitations and are committed to
continuous evaluation and improvement to mitigate any un-
intended biases.


	. Introduction
	. Related Work
	. Method
	. Datasets
	. 2D Dual-Stylized Avatar Generation
	. 3D Animatable Stylized Avatar Generation
	. Training and Losses

	. Experiments
	. 2D Stylized Avatar Generation 
	. 3D Dual-Stylized Avatar Generation 
	. 3D Stylized Avatar Animation 

	. Conclusion
	. Implementation Details
	. Bitmoji Training Data
	. Facial Action Coding System
	. User Interfaces

	. Additional Results
	. Results Gallery
	. More Applications
	. Ablation Studies

	. Ethical Discussion

